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Abstract—Accuracy in land cover classification using remotely 

sensed imagery can be increased using Bayesian methods that 

incorporate prior probabilities of classes. However, estimating 

these prior probabilities can be expensive and data intensive. We 

propose methods to improve classification accuracy using 

Bayesian methods to classify ambiguous (or low-confidence) 

pixels, using only the remotely-sensed imagery or existing land 

cover maps to estimate prior probabilities. We propose a spatial 

method that predicts prior probabilities from the original image, 

and a temporal method that incorporates land cover maps from 

previous years. We illustrate our methods with a Neural Network 

(NN) classifier on the US state of Iowa to classify crops into 

corn/soybean/other using MODIS data. USDA Cropland Data 

Layers (CDLs) were aggregated to the 250m resolution of MODIS 

and used as ground truth, based on a cropland mask from the 

National Land Cover Database (NLCD). Results show that the 

spatial prior adjustment method, which predicts prior 

probabilities for low-confidence pixels based on class percentages 

of initial NN classification, increased overall accuracy of low-

confidence pixels between 2 – 3.3 % over the standard NN 

classification. The temporal prior adjustment method, which uses 

crop classes from the previous 6 years to estimate prior 

probabilities for the current year, shows significantly greater 

accuracy improvement for low-confidence pixels (almost 7%) over 

the standard NN classification. Increased benefit of the temporal 

prior adjustment method relative to the spatial prior adjustment 

method is likely due to increased information from more ground 

truth data (from previous years) than the spatial method. 

 
Index Terms—Neural Network applications, Bayes procedures, 

remote sensing, algorithms, agriculture 

 

I. INTRODUCTION 

MAGE classification is one of the most common and 

important tasks in satellite remote sensing applications. 

Inherent in image classification is error. Researchers are 

continually trying to develop methodology to achieve lower 

classification error rates with minimal added data and labor 
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costs. In the past several decades, a variety of supervised 

classification algorithms have been developed. Early works 

mainly focus on parametric (e.g., parallelepiped, maximum 

likelihood) approaches, while non-parametric algorithms such 

as neural networks, random forest, and support vector machines 

receive increased attention in recent years [1], [2], [3]. Higher 

classification accuracies are often achieved with non-

parametric methods compared to those from traditional 

parametric algorithms, particularly when large and complex 

remote sensing datasets are employed in land cover 

classification [4], [5]. In addition to remote sensing spectral 

bands/features, spatial textural information and spectral indices 

(e.g. NDVI) might be incorporated to improve the land cover 

classification performances [6]. Ancillary data such as census 

data, topographic, hydrographic, or road data in a GIS are also 

found to be useful for improving land cover classification 

accuracies [7], [8], [9], [10].  

Independent of land cover classification algorithms and input 

data used, there is always a problem related to the overlap of 

land cover classes in feature space [11]. The spectral confusions 

are well documented for land class pairs such as primary forest 

and secondary forest, impervious cover and bare soil, and water 

and shadow in numerous remote sensing applications [12], [13], 

[14]. In addition to the spectral confusion between classes, 

spectral mixture of land cover classes at the sub-pixel level 

might also introduce additional confusions and cause 

difficulties in land cover classification [15], [16]. The spectral 

confusions between classes and/or spectral mixtures often lead 

to suspicious classification results because pixels are 

ambiguous to the classifiers. For instance, a maximum 

likelihood algorithm may have suspect results in cases where 

classes have substantial overlap areas in feature space. Moody 

et al. (1996) [16] found that when classes are similar, a neural 

network classification approach may produce low network 

output values that require caution in the pixel label process. 

Another common problem that may lead to a large number of 
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ambiguous image pixels, and therefore a high classification 

error rate, is when limited or unrepresentative training pixels 

are used in image classification practices, especially for classes 

with high spectral variation [17]. In addition, the users may 

arbitrarily choose any number of training samples (e.g., 200 

pixels for one class and 1000 pixels for another class) and the 

distribution of the number of selected training samples can be 

very different from true class prior probabilities, therefore 

seeding the classification with a false set of prior probabilities 

[18].  

These sources of classification errors can be reduced using a so-

called “reject” option in the classification algorithm, which 

leaves ambiguous pixels unclassified [19]. Specifically, a 

thresholding technique can be used to reject ambiguous pixels 

from an initial classification. Chow’s rule (1970) is one of the 

commonly used methods, in which a threshold is set by the user 

for the class posterior probability:  when the posterior 

probability for a pixel is less than this threshold for all classes, 

the pixel is rejected. More recently, Fumera et al. (2000) [20] 

recommended a reject option with multiple thresholds (one for 

each class) to determine which pixels to reject from the 

classification. When this is done, classification accuracy for the 

remaining (classified) pixels is typically substantially higher, 

but then the problem remains: what is to be done with the 

‘rejected’ (unclassified) pixels? With the aid of ancillary data 

and manual interpretation (e.g., using high resolution imagery 

or air photos as reference), these pixels can be classified with 

an increase in classification accuracy. However, little work has 

been done to suggest how to deal with these rejected pixels in a 

more efficient manner. In fact, little research has employed or 

evaluated the rejection option in remote sensing classification 

due to the data and personnel costs associated with acquiring 

ancillary data. Therefore, there is a need to develop methods 

that consistently increase classification accuracy through 

automated classification of rejected pixels with the minimum 

use of ancillary data.  

Here we develop and demonstrate the benefit of automated 

methods that use neural networks to classify, reject, and then 

re-label ambiguous pixels. Ambiguous and unambiguous pixel 

groups are identified by thresholding of neural network output 

signals. In one proposed “spatial” method, the class percentages 

found in the initial NN classification are used to estimate image 

prior probabilities. Such image spatial prior information is then 

used to adjust neural network signals to re-classify initially 

rejected or ambiguous pixels. Within this prior adjustment 

framework, we also examine a “temporal” method of 

integrating temporal information to estimate prior probabilities 

to improve classification accuracy of initially rejected pixels. 

We demonstrate how these methods perform using a crop-

specific mapping application. Specifically, multi-temporal 

Moderate Resolution Imaging Spectroradiometer (MODIS) 

Normalized Difference Vegetation Index (NDVI) data are used 

as input to classify corn, soybean, and other crops. Multiple 

years (2009-2015) of crop-specific mapping are tested to 

examine the robustness of proposed methods. In the remote 

sensing community, crop-specific mapping remains a 

challenging image classification problem, especially for large-

scale operational applications [21], [22], [23]. The main reason 

to choose corn and soy mapping for our study is because they 

are two dominant crops in the Midwestern US, and they are also 

difficult to separate because both are summer crops (with a 

similar crop calendar) [24], [25]. Furthermore, this output is 

valuable because a range of agricultural remote sensing 

applications such as crop rotation change and crop phenological 

analysis require annual corn/soybean map products as a key 

input, and such a map is only available from NASS 

approximately a year after the crops are harvested [26], [27]. 

The rest of the paper is organized as follows: in the Method 

section we describe the data used in this study, illustrate how 

we apply neural network classification and pixel rejection, and 

proposed methods of integrating spatial and temporal 

information to improve image classification. Detailed accuracy 

assessments and comparisons of the various tested methods are 

presented in the Results and Discussion sections. Finally, we 

summarize key findings in the Conclusion section.  

II. METHOD 

A. Data and Data Pre-processing 

We used multi-temporal MODIS NDVI classification to 

illustrate neural network-based pixel rejection and pixel re-label 

methods. Multi-temporal MODIS time-series data are now 

increasingly used in land cover classification applications [28], 

[29]. For this study, we examined a crop-specific mapping task 

focusing on classification of corn, soybean, and other crops 

using time-series MODIS NDVI data as input for the US state 

of Iowa (Figure 1). The 250m resolution 16-day composite 

MODIS NDVI data from 2009-2015 were downloaded from the 

NASA Reverb (http://reverb.echo.nasa.gov/reverb/) website. 

MODIS NDVI imagery were projected to an Albers Equal Area 

Conic projection and then clipped using the Iowa State 

boundary. The dimension of the MODIS NDVI image was 

1403 by 2137. The Whittaker Smoother (WS) was applied to 

the original MODIS time-series NDVI data to reduce image 

noise of pseudo-hikes and pseudo-lows [30], [31]. The WS 

algorithm shows good balance in fidelity to the original data 

and smoothness of the fitted curve and has high potential for 

crop-specific mapping tasks [32]. Figure 2 shows an example 

of smoothed NDVI signals for corn and soybean pixels for year 

2009.   

We downloaded the 2011 National Land Cover Database 

(NLCD, 30m resolution) from the Multi-Resolution Land 

Characteristics Consortium (http://www.mrlc.gov/). The 

Cultivated Crops class (code=82) was extracted from the 

NLCD and rescaled to the 250m MODIS grid by computing 

sub-pixel land cover proportions. MODIS grids with greater 

than 50% of Cultivated Crops were used as an image mask and 

our crop-specific mapping was limited within this cropland 

mask. After applying the cultivated crops mask, there were 

1,419,318 pixels (~ 47% of the total area) remaining for our 

detailed crop mapping experiments. The USDA’s Cropland 
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Data Layers (CDLs) from 2009 to 2015 were downloaded from 

the CropScape website. These CDLs have 30-56m spatial 

resolution, depending on the input data and data analysis 

protocols [33]. Classification accuracies for corn and soybean 

are reported to be higher than 90% for Iowa for all study years 

from 2009 to 2015. Corn and soybean pixels were extracted 

from CDLs and class proportions were then calculated for each 

250m MODIS grid. MODIS grids with greater than 50% of corn 

(or soybean) proportions were labelled as a corn (or soybean) 

class. All the remaining MODIS grids within the cropland mask 

were considered as other crops (e.g., winter wheat, grassland, 

etc.). Such CDL data processing procedures were repeated for 

each study year from 2009 to 2015, generating a set of high 

quality reference datasets to test MODIS-NDVI classification 

performance. We note that all MODIS, NLCD and CDLs have 

been re-projected to an Albers Equal Area Conic (AEA) 

projection to ensure consistency in spatial projection. MODIS 

images have been geolocated to sub-pixel (250m) accuracies. 

Although it is not possible to have a perfect geometrical match 

between MODIS and the CDLs, it was generally acceptable to 

use CDLs as ‘ground truth’, especially for our study area of 

Midwestern US, where agricultural field patches are quite large. 

B. Neural Network Classification and Pixel Rejection 

We used a three-layer Multi-layer perceptron (MLP) neural 

network (NN) to test our pixel rejection and re-labelling 

methods. MLP NN has been widely used for general land cover 

and crop-specific mapping applications [34], [35]. Given a 

moderate-large number of training data points, MLP NN often 

generates good image classification results [36]. In addition, 

MLP NN can be trained to approximate the posterior 

probabilities [16], [18]. The Bayesian posterior probability can 

be written as: 
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    In remote sensing applications, x can be seen as the digital 

number (DN) value from one spectral band or a DN vector from 

multispectral space. P(ci|x) is the posterior probability, 

indicating the probability that a pixel belongs to class ci given 

the pixel’s DN value(s), x. p(x|ci) is the likelihood – the 

probability that a pixel has DN value/vector x, given it is in class 

ci. P(ci) is the class prior probability. It is the probability that a 

randomly chosen pixel in the image is of class ci, or simply, the 

fraction of pixels in the image belonging to class ci. P(x) is a 

normalization term. Chow’s Rule thus is readily applicable to 

identify unambiguous or ambiguous pixel groups by applying a 

user-defined threshold value (e.g., T=0.75) on the posterior 

probability estimation. Specifically, for a given pixel, if the 

largest NN output signal (or posterior probability) is less than 

the threshold value, the classification result for the pixel can be 

rejected or considered as low confidence that requires further 

analysis.  

    The MLP NN used in this study includes 13 input nodes to 

represent multi-temporal MODIS NDVI features from DOY 97 

to DOY 289. Previous studies showed that these early-spring to 

late-fall NDVI work best in crop-specific mapping, especially 

for corn/soybean [37]. The NN output layer includes three 

nodes representing corn, soybean, and other crops. We used a 

1-of-M target coding system (e.g. 1,0,0) for three classes. A 

sigmoid transfer function was used as the NN transfer function 

and the NN was trained to minimize the mean squared error. 

The most suitable number of nodes in the hidden layer needs to 

be tested with a trial-and-error method, which was automated 

through a cross-validation approach. Training data points were 

randomly selected using CDL-derived reference images. 

Initially, only 1000 pixels per class were selected as a starting 

point to evaluate performance of various classifications. More 

training data points (e.g., 1,000-8,000 per class) were then 

examined to compare classification performance based on 

varying training data sample sizes. For each sample size, we 

repeated training data selection 10 times to incorporate 

variation of training data characteristics.  

    The trained NNs were used to classify the full MODIS 

image covering the state of Iowa. For most NN classification 

applications, a given pixel is labelled based on the largest output 

signal (i.e., winner-takes-all) of three output nodes (corn, 

soybean, and other crops). We compared the largest output 

signal for each pixel with a user-defined threshold (e.g., 

T=0.75) to identify high confidence and low confidence pixel 

groups. Pixels in the low confidence group were still labelled 

using a winner-takes-all approach based on initial network 

output signals, however, additional analyses were conducted 

(see sections below) for these pixels to improve their accuracy. 

A general difficulty with the utilization of a thresholding rule is 

the identification of the appropriate threshold value. For this 

study, a threshold value of 0.75 was used as a starting point. 

Different threshold values (0.5 and 0.9) were further examined 

to assess how the threshold selection affects classification 

performance. 

C. Integrating Spatial Prior Information 

To improve accuracy in classifying the rejected pixels, the 

results of the initial NN classification were used to estimate the 

class prior probabilities in the image. The prior probabilities 

were simply estimated as the proportions of the classified data 

points that belong to each of the three classes. The estimated 

prior probabilities were considered a better approximation to 

the real prior probabilities than the equal prior assumption 

which we used in the initial NN training. A simple method to 

compensate for these different proportions can be employed, 

based on the Bayesian equation [18]. Specifically, the network 

outputs were multiplied by the prior probabilities estimated 

from the full image and then normalized (equation (1)). After 

adjusting the network outputs and generating new posterior 

probabilities for each MODIS pixel, a new class label was 

assigned based on the maximum posterior probability among 

the three target classes. 

D. Integrating Temporal Prior Information 

For this crop-specific mapping task, we also designed a 
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method to incorporate temporal prior information to potentially 

improve classification performance. To support 2015 MODIS 

image classification, we analysed the cropping frequency for 

corn and soybean, pixel-by-pixel using CDL as reference data 

for the period 2009-2014. The temporal prior was calculated 

pixel-by-pixel as a proportion of previous years in each crop 

type.  For a given MODIS pixel, if the cropping sequence for 

the period 2009-2014 was corn-corn-soybean-corn-soybean-

corn, the temporal prior for corn and soybean can be estimated 

as 0.67 and 0.33, respectively. Each pixel thus would have its 

own temporal prior information with respect to the three 

different land cover classes. Such temporal prior information 

was integrated to adjust neural network output signals using the 

same approach described as with the spatial prior adjustment 

procedure. The temporal prior adjustment was implemented for 

all pixels, including both the low confidence and high 

confidence groups, because such temporal prior information 

provides useful additional knowledge (i.e., independent from 

spatial information) and could potentially improve 

classification performance for all pixels. We note that the 

integration of temporal prior was only conducted for the 2015 

MODIS image classification, because temporal information 

needs to be derived from previous years’ CDLs. 

E. Accuracy Assessment 

Reference data for the accuracy assessment were derived 

from the high accuracy CDLs from 2009-2015. MODIS image 

classification results were compared to these CDL references at 

the 250m spatial scale to generate a confusion matrix, overall 

accuracy, kappa coefficients, and user’s and producer’s 

accuracies [38]. The main reason to include multiple years of 

MODIS classification and accuracy assessments was to 

evaluate the robustness of the proposed prior-adjusting 

methods. Many agricultural landscapes are constantly changing 

and have sharp year-to-year differences; multiple years of crop-

specific mapping and accuracy assessment thus provide an ideal 

scenario to test new classification algorithms. 

III. RESULTS AND DISCUSSION 

A. Neural Network Classification and Rejection Option 

NN training was begun with 1000 pixels per class as training 

data points. For the 2015 MODIS classification, about 66% of 

pixels were labelled as high confidence based on thresholding 

(T≥0.75) of the largest network output signals. The remaining 

34% of pixels (T<0.75) were labelled as low confidence. Table 

1 compares classification accuracies of these two groups using 

a commonly used winner-takes-all pixel labelling method. The 

overall accuracy for the high confidence group was 71.7% 

(kappa = 0.562), as compared with 52.5% (kappa = 0.196) for 

the low confidence group. The user’s accuracies of the corn, 

soybean, and other crops were 85.3%, 76.8% and 45.3%, 

respectively, for the high confidence group, as compared with 

just 65.7%, 44.2%, and 27.5%, respectively, for the low 

confidence group. Similarly, the producer’s accuracies for the 

high confidence group were substantially higher than for the 

low confidence group. We visually compared the locations of 

low confident pixels with the CDL. Figure 3 shows that most of 

these low confident pixels were located at edges of agricultural 

patches or on smaller fields.  

    Figure 4 depicts large differences of overall accuracies and 

kappa coefficients for high confidence and low confidence 

groups for all MODIS classification years from 2009 to 2015. 

Overall accuracies for high confidence groups ranged from 

68.5-72.7%, as compared with 49.4-54.1% for low confidence 

groups. When these two groups were combined, MODIS 

classifications for 2009 - 2015 resulted in overall accuracies 

ranging from 62.5-65.7% (kappa 0.425-0.468). Such moderate 

levels of overall accuracy were expected, because corn and 

soybean are both summer crops and it is generally difficult to 

separate these two classes at a 250m spatial resolution, even 

with multi-temporal classification approaches [23], [24].  

We examined impacts of training sample sizes on pixel 

rejection (or confidence labelling) and associated classification 

accuracy statistics. Figure 5 shows that the percent of rejected 

(or low confidence) pixels decreases when training sample size 

is increased from 1000 to 8000 pixels per class. For example, 

rejection rates for the 2015 MODIS classification were 33% and 

29% for training sample size of 1000 and 8000, respectively. 

For the same 2015 MODIS classification, the overall accuracies 

for the low confidence groups ranged from 51.4% to 52.5% 

using varying training sample sizes. For all pixels including low 

and high confidence groups, the overall accuracies ranged from 

64.5% to 65.9% using varying training sample sizes from 1000 

to 8000 pixels per class. Such results suggest that 1000 pixel 

per class might be sufficient because further increase of training 

data points only slightly improved classification accuracy. We 

thus focus our analyses using 1000 pixel per class to reduce 

redundancy.  

B. Integrating Spatial Prior 

The initial NN classification results were used to compute 

estimated class prior probabilities to potentially improve 

classification accuracy. For the 2015 MODIS classification, the 

estimated class prior probabilities from the initial NN 

classification were 0.38, 0.37, and 0.25 for corn, soybean, and 

other crops, respectively. Initial NN outputs thus were slightly 

adjusted to favour corn (and soybean to a lesser extent), as 

compared to the other crop class. Table 2 compares confusion 

matrices of the initial NN classification and the spatial prior-

adjusted results for the low confidence pixel group. More pixels 

(20,161 vs 18,401) were labelled as corn after integrating 

spatial prior. As a result, the user’s accuracy for corn was 

slightly reduced from 65.7% to 65.0%. However, the 

producer’s accuracy for corn improved from 57.7% to 62.5%. 

Integration of spatial prior produced better users’ accuracy for 

the other crops class, which has the lowest prior probabilities of 

the three classes. On the other hand, the producer’s accuracy 

decreased compared to those from the initial NN classification. 

This brings out the potential weakness (for certain applications) 

of the spatial prior adjusting method. A reduction in producer’s 

accuracy of the less dominant class is not desirable in situations 
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when the primary goal of classification is to minimize the 

chance of misclassifying a less dominant class (e.g., when the 

analyst’s primary goal is to locate all instances of a relatively 

rare land cover type). In such cases, spatial prior adjusting is not 

ideal. For the high confidence group pixels, the application of 

spatial prior did not improve classification accuracy - the 

difference in overall accuracy was less 0.1% when using vs. not 

using spatial prior information. This is because high confidence 

pixel groups were relatively easy to classify and incorporating 

spatial prior information rarely affects their classification.  

Figure 6 compares overall accuracies (kappa coefficients) 

from the initial NN classification and the spatial prior-adjusted 

approach for all MODIS classifications from 2009 to 2015. 

Overall accuracy improved 2-3.3%, depending on the year 

(2009-2015). Kappa coefficients also slightly improved for 

almost all mapping years, suggesting that the spatial prior-

adjusting approach generated relatively balanced commission 

errors and omission errors as compared with those from the 

initial NN classifier. 

C. Integrating Temporal Prior 

Even with spatial prior adjustment, there were high levels of 

confusion among the three classes of corn, soybean and other 

crops. We examined a new method of temporal prior integration 

to improve classification accuracy. Temporal prior information 

was derived from multiple years of CDLs by calculating 

cropping frequency, pixel-by-pixel. Figure 7 shows cropping 

frequency (2009-2014) for corn and soybean. The color red 

indicates pixels have been cropped more frequently as corn 

(Fig. 7a) or soybean (Fig. 7b) during these 6 years. For a given 

pixel, we expected that temporal prior probability (or cropping 

frequency) derived from previous years would contribute to 

farmers’ likelihood of crop choice for the current year (2015). 

Such information could potentially improve classification 

performance of the 2015 MODIS classification.  

    The classification accuracy statistics for the standard NN 

and temporal prior-adjusting algorithm are shown in Table 3. 

The overall accuracy for the low confidence group increased 

from 52.5% (kappa = 0.196) for the standard NN to 59.2% 

(kappa = 0.270) for the temporal prior-adjusting algorithm, an 

almost 7% of increase. The user’s accuracies increased to 

66.7%, 47.2%, and 51.2% for corn, soybean, and other crops, 

as compared to 65.7%, 44.2%, and 27.5% from the initial NN 

classification. The producer’s accuracies for corn and other 

crops also improved from 57.7% and 29.3% to 70.5% and 

39.6%, respectively. The only weakness of temporal prior 

adjustment is that we observed a reduction in producer’s 

accuracy for soybean (from 52.9% to 46.8%). The integration 

of temporal prior increased the likelihood of low confidence 

pixels to be classified as the most dominant class (corn), which 

had the consequence of increased misclassification of soybean 

as corn. However, the increase in all other user’s and producer’s 

accuracies (and in the overall accuracy and Kappa) clearly show 

that for these data, the benefits outweighed the weaknesses of 

this method. For the high confidence group, the integration of 

temporal prior slightly improved the overall accuracy to 72.9% 

(compared to 71.7% in the initial NN classification). Table 4 

shows accuracies for the individual classes. Because more 

MODIS pixels were classified as corn when incorporating 

temporal prior, there was a decrease in user’s accuracy for corn. 

Accordingly, users’ accuracies slightly increase for the other 

two classes.  

    Incorporating the spatial prior moderately increased 

classification accuracy, while the temporal prior appeared to be 

significantly more effective in improving classification 

performance. One of the possible reasons is that the temporal 

prior is able to make use of information from much more 

ground truth data (CDLs from multiple years) compared to the 

spatial prior, which only uses CDLs from one year combined 

with estimates from the initial classification. True prior 

information for a new input image is always unknown and it is 

documented to be a challenging task to approximate true prior 

probabilities based on initial image classification alone [39], 

[40].  

Regarding the temporal prior method, confusion between the 

corn and soybean classes might be reduced if a longer time-

series of CDLs is processed to provide better cropping 

frequency estimates. We conducted a sensitivity analysis to 

evaluate how classification accuracy varies when we use two to 

six years of CDLs for temporal prior calculation. Table 5 

compares overall accuracies and kappa coefficients using 

different numbers of years for temporal prior estimation. For 

the high confidence pixel group, the overall accuracies (and 

kappa values) were similar when using three to six years for 

temporal prior estimation – all were only slightly higher than 

those from the initial NN classification. The use of two years of 

CDLs actually led to slightly worse results compared to not 

integrating temporal prior information. In this study area, 

farmers may follow various crop rotation practices (e.g., corn-

soybean, corn-corn-hay). The short-term (e.g., 2 years) 

cropping frequency at the pixel scale does not reveal the full 

picture of cropping patterns. This shows that a reduction of 

overall accuracy is possible if unrepresentative temporal prior 

information is used for the image classification. For the low 

confidence group, the overall accuracy ranged from 56.4% to 

59.2% using two to six years for temporal prior estimation. 

Using four or six years of CDLs led to the highest overall 

accuracies. 

D. Impact of Threshold Selection 

For both spatial and temporal prior-adjusting approaches, 

additional threshold values were examined (0.5 and 0.9) to 

identify ambiguous pixels to be labelled as being in the low 

confidence group from the initial classification. For example, 

for the 2015 MODIS classification, a low threshold value of 0.5 

led to a very small percent (3.0%) of MODIS pixels being 

labelled as low confidence. Applying of spatial- or temporal-

prior adjustment for such a small percentage of pixels is thus 

not particularly meaningful in improving overall classification 

performance.  

A relatively high threshold value (0.9) led to about 55% of 

total pixels labelled as low confidence. Following the 
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procedures described above, the low confidence pixels from the 

initial NN classification were re-labeled using the estimated 

spatial prior probabilities. The integration of spatial prior 

improved overall accuracy by 1-2%, relative to the initial NN 

classification, for the groups labelled as low confidence, 

depending on the mapping years from 2009 to 2015. Such 

results were quite similar in levels of increased accuracy as the 

results from the use of the 0.75 threshold value. In practice, 

there is no easy way to determine which specific threshold value 

to use to label pixels as falling in the high or low confidence 

groups. A user may start from an arbitrary threshold value (e.g., 

0.75) to examine whether the estimated spatial prior probability 

matches reasonably well with historical classification maps or 

other statistics [41]. Another method of threshold selection is to 

use a cross-validation approach. The validation data set can be 

used to determine the best threshold value among a range of 

threshold values. Finally, the users may arbitrarily choose a 

percentage of total pixels that needs to be rejected or labelled as 

low confidence. Integration of spatial or temporal prior could 

improve classification accuracy for these low confidence pixel 

groups. We also note that there are many other classification 

rejection options that could be utilized instead of Chow’s rule 

[42]. They can be further evaluated in the context of prior 

integration for potential improvement of classification 

performance. 

E. Impact of Training Sample Distribution and the Use of 

Smaller Training Sample Sizes 

To evaluate impacts of training sample distribution on 

classification results, we conducted a sensitivity analysis by 

varying training sample sizes. Specifically, we arbitrarily 

selected more training samples (5 times the original sample 

size) for one class while keeping the same training sample size 

for the other two classes. Because the training sample 

distribution changed from an equal number per class, the 

network outputs were first divided by the percentage that each 

class is represented in the training set, and multiplied by the 

spatial or temporal prior probabilities estimated and then 

normalized. The impacts of training sample sizes on 

classification performance are shown in the following table 6. 

For ease of illustration, the impacts were analyzed for temporal 

prior integration only.  

Compared to results from equal sample sizes (i.e., 1000 

pixels per class), the increase in training sample size for 

soybean and other crops classes led to a reduction in overall 

accuracy. The initial NN misclassified a significant portion of 

corn pixels as soybean or other crops classes, because the 

training samples were imbalanced (favoring soybean or the 

other crops class) and do not represent class proportions in the 

full image. However, incorporating temporal prior largely 

corrected such error, especially for pixels labeled as low 

confidence in the initial NN classification, raising overall 

accuracies for low confidence pixels as much as 20%.  

For our study, we mainly examined our image classification 

methods using moderate-sized training samples (e.g., >= 1000 

pixels per class) to represent the spectral variability of 

individual crop types. Additional analyses were conducted to 

evaluate NN classification performance using smaller training 

sample sizes. Without integrating prior information, we found 

that the use of 50-200 training samples per class resulted in low 

overall accuracies (57%-61%). Although incorporating 

temporal prior still increased overall accuracy by around 3%, 

the overall performance was still worse than those obtained 

from 1000 samples per class. Therefore, it is important to use a 

relatively large training sample size to better represent the 

spectral variability of individual cover types and achieve higher 

classification accuracy. In addition, with increased data 

volume, a parallel and distributed implementation needs to be 

considered to improve efficiency [43], [44]. 

F. Logistic Regression Classification 

To examine the robustness of the methods, we also applied 

the methods using another commonly used classifier, a logistic 

regression classifier. The same spatial and temporal prior 

adjustment methods were applied. Using 1000 pixels per class 

for training, the initial logistic regression generated overall 

accuracies of 48.1% to 53.8% for the low confidence group 

pixels, depending on the year (2009-2015). By integrating 

spatial prior, the overall accuracy increased to 50.4% to 56.9%. 

For the temporal prior, we focused on the year 2015 

classification, the overall accuracy improved from 52.6% to 

59.0% by applying temporal prior adjustment. Such level of 

improvement was very similar to those obtained using the NN-

based images classification, suggesting high potential of our 

methods in terms of generalizability. Further studies are 

recommended to examine our prior adjustment methods to 

other classification algorithms (e.g. Support Vector Machine, 

Random Forest, etc.) and a larger study area (e.g., all 

Midwestern US states). 

IV. CONCLUSION 

This study examined NN-based image classification by 

integrating a rejection option and implementing prior 

probability adjustment methods to improve classification 

accuracy. By applying a threshold value to NN output signals, 

we divided input pixels to high confidence and low confidence 

groups. Pixels defined as low confidence were re-labelled based 

on image spatial prior probabilities, as estimated from the initial 

NN image classification, or temporal prior probabilities derived 

from ancillary data. These methods were tested for crop 

mapping tasks using multi-temporal MODIS images as inputs 

with CDLs as ground truth.  

    For a user-defined threshold value of 0.75, accuracy 

assessments for MODIS 2009-2015 classifications showed a 

large difference between overall accuracies for the high 

confidence pixel group (overall accuracy ~ 70%) and the low 

confidence group (overall accuracy ~ 50%). The spatial prior-

adjusted NN method improved overall accuracy by 2.0-3.3% 

for the low confidence pixel group, depending on the mapping 

year. The main advantage of the spatial prior adjustment 

method is that it increases mapping accuracy without the need 
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for ancillary data. With historical CDL data, we further 

examined pixel-by-pixel cropping frequency for corn and 

soybean from 2009 to 2014, and this temporal prior information 

was used to adjust NN output signals for 2015. This temporal 

prior-adjusting method resulted in 7% of improvement in 

overall accuracy, much higher than those obtained from the 

spatial-prior adjustment method, though it requires ancillary 

data to support the classification tasks. 
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